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**Working Hypothesis**

Improving automated video editing by dividing each task to a distinct network, such as VSRN(improve resolution), VDN(removing noise), or VCCGAN(color grading), etc. and merging the results.

**Methodology**

1. Creating the dataset
   1. For the scene detection network, collect a large dataset of videos labeled with different scene types, such as indoor, outdoor, day, night, etc.
   2. For the object detection network, collect a large dataset of images labeled with different object types, such as people, cars, animals, etc.
   3. For the sound detection netowrk, collect a large dataset of audios labeled with different actions such as walking, opening a door, etc.
2. Feature Extraction
   1. Extracting the audio from the video to used it for the color grading.
   2. Diving the video in scenes.
3. Network Selection
   1. Video super-resolution (VSRN): If the input video is low resolution, use a VSRN to upscale the video to high resolution.
   2. Video denoising (VDN): If the input video is noisy, use a VDN to remove the noise.
   3. Video color correction (VCCGAN): If the input video has poor color quality, use a VCCGAN to correct the colors.
4. Enhancement – for each scene in the video
   1. Video super-resolution (VSRN): If the input video is low resolution, use a VSRN to upscale the video to high resolution.
   2. Video denoising (VDN): If the input video is noisy, use a VDN to remove the noise.
   3. Video color correction (VCCGAN): If the input video has poor color quality, use a VCCGAN to correct the colors.
5. Output video generation
   1. Combine the enhanced scenes to generate the output video.
6. Evaluation
   1. Evaluate the quality of the output video using a variety of metrics, such as perceptual similarity index (PSI), structural similarity index (SSIM), and video quality metric (VQM).

**Original Approach**

The use of GAN for the integration of audio in video editing based on each objects that appear in a scene.

**Experiments Description**

* Parallelization of the training for each network.
* Evaluate the performance of individual networks.
* Evaluate the performance of the proposed approach.
* Combining the enhanced scenes.

**Possible Original Contribution**

How to optimise real-time video editing? This method can be applied to a range of video applications, including surveillance, providing sharper images for security to monitor, and filmmaking, reducing the time spent on manual video editing.
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